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and David Pérez-Garćıa (U. Complutense de Madrid).

Based on arXiv: 1705.03521 and 1804.09525

Beyond I.I.D. 2018, Cambridge, 27th July 2018
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Classical case

Classical entropy and conditional entropy

Consider a probability space (Ω,F , µ) and define, for every f > 0, the
entropy of f by

Entµ(f) = µ(f log f)− µ(f) logµ(f).

Given a σ-algebra G ⊆ F , we define the conditional entropy of f in G by

Entµ(f | G) = µ(f log f | G)− µ(f | G) log µ(f | G).

Lemma, Dai Pra et al. ’02

Let (Ω,F , µ) be a probability space, and F1,F2 sub-σ-algebras of F .
Suppose that there exists a probability measure µ̄ that makes F1 and F2

independent, µ� µ̄ and µ | Fi = µ̄ | Fi for i = 1, 2. Then, for every f ≥ 0
such that f log f ∈ L1(µ) and µ(f) = 1,

Entµ(f) ≤ 1

1− 4‖h− 1‖∞
µ [Entµ(f | F1) + Entµ(f | F2)],

where h =
dµ

dµ̄
.
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Statement of the problem

Classical case

Entµ(f) ≤ 1

1− 4‖h− 1‖∞
µ [Entµ(f | F1) + Entµ(f | F2)],

where h =
dµ

dµ̄
.

Problem

Let HABC = HA ⊗HB ⊗HC and ρABC , σABC ∈ SABC . Can we prove
something like

D(ρABC ||σABC) ≤ ξ(σABC) [DAB(ρABC ||σABC) +DBC(ρABC ||σABC)] ?

Yes! (We will see several examples during this talk)
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Relative entropy

Quantum relative entropy

Let ρΛ, σΛ ∈ SΛ. The quantum relative entropy of ρΛ and σΛ is defined
by:

D(ρΛ||σΛ) = tr [ρΛ(log ρΛ − log σΛ)] .

Properties of the relative entropy

Let HAB = HA ⊗HB and ρAB , σAB ∈ SAB . The following properties hold:

1 Continuity. ρAB 7→ D(ρAB ||σAB) is continuous.

2 Additivity. D(ρA ⊗ ρB ||σA ⊗ σB) = D(ρA||σA) +D(ρB ||σB).

3 Superadditivity. D(ρAB ||σA ⊗ σB) ≥ D(ρA||σA) +D(ρB ||σB).

4 Monotonicity. D(ρAB ||σAB) ≥ D(T (ρAB)||T (σAB)) for every
quantum channel T .

Characterization of the RE, Wilming et al. ’17, Matsumoto ’10

If f : SAB × SAB → R+
0 satisfies 1− 4, then f is the relative entropy.
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Conditional relative entropy

Conditional relative entropy

Let HAB = HA ⊗HB . We define a conditional relative entropy in A as
a function

DA(·||·) : SAB × SAB → R+
0

verifying the following properties for every ρAB , σAB ∈ SAB :

1 Continuity: The map ρAB 7→ DA(ρAB ||σAB) is continuous.
2 Non-negativity: DA(ρAB ||σAB) ≥ 0 and

(2.1) DA(ρAB ||σAB)=0 if, and only if, ρAB = σ
1/2
ABσ

−1/2
B ρBσ

−1/2
B σ

1/2
AB .

3 Semi-superadditivity: DA(ρAB ||σA ⊗ σB) ≥ D(ρA||σA) and
(3.1) Semi-additivity: if ρAB = ρA ⊗ ρB ,

DA(ρA ⊗ ρB ||σA ⊗ σB) = D(ρA||σA).

4 Semi-motonicity: For every quantum channel T ,

DA(T (ρAB)||T (σAB)) +DB((trA ◦T )(ρAB)||(trA ◦T )(σAB))

≤ DA(ρAB ||σAB) +DB(trA(ρAB)|| trA(σAB)).
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Remark

Consider for every ρAB , σAB ∈ SAB

D+
A,B(ρAB ||σAB) = DA(ρAB ||σAB) +DB(ρAB ||σAB).

Then, D+
A,B verifies the following properties:

1 Continuity: ρAB 7→ D+
A,B(ρAB ||σAB) is continuous.

2 Additivity: D+
A,B(ρA ⊗ ρB ||σA ⊗ σB) = D(ρA||σA) +D(ρB ||σB).

3 Superadditivity: D+
A,B(ρAB ||σA ⊗ σB) ≥ D(ρA||σA) +D(ρB ||σB).

However, it does not satisfy the property of monotonicity.

Axiomatic characterization of the conditional relative entropy

The only possible conditional relative entropy is given by:

DA(ρAB ||σAB) = D(ρAB ||σAB)−D(ρB ||σB)

for every ρAB , σAB ∈ SAB .

Ángela Capel (ICMAT-UAM, Madrid) Quasi-factorization of the relative entropy



Conditional relative entropy
Quantum spin lattices

Conditional relative entropy
Quasi-factorization for the conditional relative entropy
Conditional relative entropy by expectations
Quasi-factorization for the CRE by expectations

Remark

Consider for every ρAB , σAB ∈ SAB

D+
A,B(ρAB ||σAB) = DA(ρAB ||σAB) +DB(ρAB ||σAB).

Then, D+
A,B verifies the following properties:

1 Continuity: ρAB 7→ D+
A,B(ρAB ||σAB) is continuous.

2 Additivity: D+
A,B(ρA ⊗ ρB ||σA ⊗ σB) = D(ρA||σA) +D(ρB ||σB).

3 Superadditivity: D+
A,B(ρAB ||σA ⊗ σB) ≥ D(ρA||σA) +D(ρB ||σB).

However, it does not satisfy the property of monotonicity.

Axiomatic characterization of the conditional relative entropy

The only possible conditional relative entropy is given by:

DA(ρAB ||σAB) = D(ρAB ||σAB)−D(ρB ||σB)

for every ρAB , σAB ∈ SAB .
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Figure: Choice of indices in HABC = HA ⊗HB ⊗HC .

Result of quasi-factorization of the relative entropy, for every
ρABC , σABC ∈ SABC :

D(ρABC ||σABC) ≤
ξ(σABC) [DAB(ρABC ||σABC) +DBC(ρABC ||σABC)] ,

where ξ(σABC) depends only on σABC and measures how far σAC is from
σA ⊗ σC .
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Quasi-factorization for the CRE

Let HABC = HA ⊗HB ⊗HC and ρABC , σABC ∈ SABC . Then, the following
inequality holds

D(ρABC ||σABC) ≤
1

1− 2‖H(σAC)‖∞
[DAB(ρABC ||σABC) +DBC(ρABC ||σABC)] ,

where

H(σAC) = σ
−1/2
A ⊗ σ−1/2

C σAC σ
−1/2
A ⊗ σ−1/2

C − 1AC .

Note that H(σAC) = 0 if σAC is a tensor product between A and C.

Classical case

Entµ(f) ≤ 1

1− 4‖h− 1‖∞
µ [Entµ(f | F1) + Entµ(f | F2)],

where h =
dµ

dµ̄
.
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(1− 2‖H(σAC)‖∞)D(ρABC ||σABC) ≤
DAB(ρABC ||σABC) +DBC(ρABC ||σABC) =

= 2D(ρABC ||σABC)−D(ρC ||σC)−D(ρA||σA).

⇔

(1 + 2‖H(σAC)‖∞)D(ρABC ||σABC) ≥ D(ρA||σA) +D(ρC ||σC).

⇔

(1 + 2‖H(σAC)‖∞)D(ρAC ||σAC) ≥ D(ρA||σA) +D(ρC ||σC).
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This result is equivalent to:

(1 + 2‖H(σAB)‖∞)D(ρAB ||σAB) ≥ D(ρA||σA) +D(ρB ||σB) .

Recall:

Superadditivity. D(ρAB ||σA ⊗ σB) ≥ D(ρA||σA) +D(ρB ||σB).

Due to:

Monotonicity. D(ρAB ||σAB) ≥ D(T (ρAB)||T (σAB)) for every
quantum channel T .

we have

2D(ρAB ||σAB) ≥ D(ρA||σA) +D(ρB ||σB).
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Relation with the classical case

Figure: Identification between classical and quantum quantities when the states
considered are classical.
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Sketch of the proof of quasi-factorization

(1 + 2‖H(σAB)‖∞)D(ρAB ||σAB) ≥ D(ρA||σA) +D(ρB ||σB) .

Step 1

D(ρAB ||σAB) ≥ D(ρA||σA) +D(ρB ||σB)− log trM, (1)

where M = exp [log σAB − log σA ⊗ σB + log ρA ⊗ ρB ].

It holds that:

D(ρAB ||σAB)− [D(ρA||σA) +D(ρB ||σB)] =

= tr

ρAB
log ρAB − ( log σAB − log σA ⊗ σB + log ρA ⊗ ρB )︸ ︷︷ ︸

logM




= D(ρAB ||M) ≥ −log trM.
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Step 2

log trM ≤ tr[L(σAB) (ρA − σA)⊗ (ρB − σB)], (2)

where

L(σAB) = TσA⊗σB (σAB)− 1AB .
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Theorem (Lieb)

Let g a positive operator, and define

Tg(f) =

∫ ∞
0

dt (g + t)−1f(g + t)−1.

Tg is positive-semidefinite if g is. We have that

tr[exp(−f + g + h)] ≤ tr
[
ehTef (eg)

]
.

We apply Lieb’s theorem to the previous equation :

trM ≤ tr[ρA ⊗ ρBTσA⊗σB (σAB)]

= tr

ρA ⊗ ρB (TσA⊗σB (σAB)− 1AB)︸ ︷︷ ︸
L(σAB)

+ tr[ρA ⊗ ρB ]︸ ︷︷ ︸
1

.

By using the fact log(x) ≤ x− 1, we conclude

log trM ≤ trM − 1 ≤ tr[L(σAB) ρA ⊗ ρB ].
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Lemma (Sutter et al.)

For f ∈ SAB and g ∈ AAB the following holds:

Tg(f) =

∫ ∞
−∞

dt β0(t) g
−1−it

2 f g
−1+it

2 ,

with

β0(t) =
π

2
(cosh(πt) + 1)−1.

Lemma

For every operator OA ∈ BA and OB ∈ BB the following holds:

tr[L(σAB)σA ⊗OB ] = tr[L(σAB)OA ⊗ σB ] = 0.
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Step 3

tr[L(σAB) (ρA − σA)⊗ (ρB − σB)] ≤ 2‖L(σAB)‖∞D(ρAB ||σAB). (3)

In virtue of Hölder’s inequality and tensorization of Schatten norms,

tr[L(σAB) (ρA − σA)⊗ (ρB − σB)] ≤
‖L(σAB)‖∞‖(ρA − σA)⊗ (ρB − σB)‖1

= ‖L(σAB)‖∞‖ρA − σA‖1‖ρB − σB‖1.

Using Pinsker’s theorem and the data-processing inequality, we can conclude:

tr[L(σAB) (ρA − σA)⊗ (ρB − σB)] ≤ 2‖L(σAB)‖∞D(ρAB ||σAB).
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Step 4

‖L(σAB)‖∞ ≤
∥∥∥σ−1/2

A ⊗ σ−1/2
B σAB σ

−1/2
A ⊗ σ−1/2

B − 1AB
∥∥∥
∞
. (4)
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Weak conditional relative entropy

Let HAB = HA ⊗HB . We define a weak conditional relative entropy
in A as a function

DA(·||·) : SAB × SAB → R+
0

verifying the following properties for every ρAB , σAB ∈ SAB :

1 Continuity: The map ρAB 7→ DA(ρAB ||σAB) is continuous.
2 Non-negativity: DA(ρAB ||σAB) ≥ 0 and

(2.1) DA(ρAB ||σAB)=0 if, and only if, ρAB = E∗A(ρAB).

3 Semi-superadditivity: DA(ρAB ||σA ⊗ σB) ≥ D(ρA||σA) and
(3.1) Semi-additivity: if ρAB = ρA ⊗ ρB ,

DA(ρA ⊗ ρB ||σA ⊗ σB) = D(ρA||σA).
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Conditional relative entropy by expectations

Conditional relative entropy by expectations

Let HAB = HA ⊗HB and ρAB , σAB ∈ SAB . We define the conditional
relative entropy by expectations of ρAB and σAB in A by:

DE
A(ρAB ||σAB) = D(ρAB ||E∗A(ρAB)),

where E∗A(ρAB) := σ
1/2
AB σ

−1/2
B ρB σ

−1/2
B σ

1/2
AB .

Property

DE
A(ρAB ||σAB) is a weak conditional relative entropy.
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Problem

Under which conditions holds

DA(ρAB ||σAB) = DE
A(ρAB ||σAB)?

Examples

1 If [ρB , σAB ] = [ρB , σB ] = [σB , σAB ] = 0,

DA(ρAB ||σAB) = DE
A(ρAB ||σAB).

2 If σ = σA ⊗ σB , then

DA(ρAB ||σAB) = DE
A(ρAB ||σAB).

3 DA(ρAB ||σAB) = 0⇔ DE
A(ρAB ||σAB) = 0.

In general, it is an open question.
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Quasi-factorization CRE by expectations

Let HAB = HA ⊗HB and ρAB , σAB ∈ SAB . The following inequality holds

(1− ξ(σAB))D(ρAB ||σAB) ≤ DEA(ρAB ||σAB) +DEB(ρAB ||σAB), (5)

where

ξ(σAB) = 2 (E1(t) + E2(t)),

and

E1(t) =

∫ +∞

−∞
dt β0(t)

∥∥∥∥σ−1+it
2

B σ
1−it

2
AB σ

−1+it
2

A − 1AB
∥∥∥∥
∞

∥∥∥∥σ−1/2
A σ

1+it
2

AB σ
−1/2
B

∥∥∥∥
∞

,

E2(t) =

∫ +∞

−∞
dt β0(t)

∥∥∥∥σ−1−it
2

B σ
1+it

2
AB σ

−1−it
2

A − 1AB
∥∥∥∥
∞

,

with

β0(t) =
π

2
(cosh(πt) + 1)−1.

Note that ξ(σAB) = 0 if σAB is a tensor product between A and B.
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Motivation

Figure: An open quantum many-body system.

Interesting for information processing ⇒ Open (unavoidable
interactions).

Dynamics of S is dissipative!

The continuous-time evolution of a state on S is given by a quantum
Markov semigroup.
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Motivation

Figure: A quantum spin lattice system.

Lattice Λ ⊂⊂ Zd.
To every site x ∈ Λ we associate Hx (= CD).

The global Hilbert space associated to Λ is HΛ =
⊗

x∈ΛHx.
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Dissipative quantum systems

Dissipative quantum systems

A dissipative quantum system is a 1-parameter continuous semigroup
{T ∗t }t≥0 of completely positive, trace preserving (CPTP) maps (a.k.a.
quantum channels) in SΛ.

ρΛ
t−→ ρt := T ∗t (ρΛ) = etL

∗
Λ(ρΛ)

t→∞−→ σΛ

Rapid mixing

We say that L∗Λ satisfies rapid mixing if

sup
ρΛ∈SΛ

‖ρt − σΛ‖1 ≤ poly(|Λ|)e−γt.

Problem

Find examples of rapid mixing!
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Log-Sobolev constant

Log-Sobolev constant

Let L∗Λ : SΛ → SΛ be a primitive reversible Lindbladian with stationary
state σΛ. We define the log-Sobolev constant of L∗Λ by

α(L∗Λ) := inf
ρΛ∈SΛ

− tr[L∗Λ(ρΛ)(log ρΛ − log σΛ)]

2D(ρΛ||σΛ)

If α(L∗Λ) > 0:

D(ρt||σΛ) ≤ D(ρΛ||σΛ)e−2α(L∗
Λ) t,

and putting this together with Pinsker’s inequality, we have:

‖ρt − σΛ‖1 ≤
√

2D(ρΛ||σΛ) e−α(L∗
Λ) t ≤

√
2 log(1/σmin) e−α(L∗

Λ) t.

Log-Sobolev constant ⇒ Rapid mixing.

Problem

Find positive log-Sobolev constants!
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Quantum spin lattices

Figure: A quantum spin lattice system Λ and A,B ⊆ Λ such that A ∪B = Λ.

Problem

For a certain L∗Λ, can we prove α(L∗Λ) > 0 using the result of
quasi-factorization of the relative entropy?
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Quasi-factorization of the relative entropy.

+

Recursive geometric argument.
Lower bound for the log-Sobolev constant in terms of a conditional

log-Sobolev constant.

+

Positive (and size-independent) conditional log-Sobolev constant.

⇓

Positive log-Sobolev constant.
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General quasi-factorization for σ a tensor product

Let HΛ =
⊗
x∈Λ

Hx and ρΛ, σΛ ∈ SΛ such that σΛ =
⊗
x∈Λ

σx. The following

inequality holds:

D(ρΛ||σΛ) ≤
∑
x∈Λ

Dx(ρΛ||σΛ). (6)

The heat-bath dynamics, with product fixed point, has a positive
log-Sobolev constant.

Consider the local and global Lindbladians

L∗x := E∗x − 1Λ, L∗Λ =
∑
x∈Λ

L∗x

Since
E∗x(ρΛ) = σ

1/2
Λ σ

−1/2
xc ρxcσ

−1/2
xc σ

1/2
Λ = σx ⊗ ρxc

for every ρΛ ∈ SΛ, we have

L∗Λ(ρΛ) =
∑
x∈Λ

(σx ⊗ ρxc − ρΛ).
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Log-Sobolev constant

Conditional log-Sobolev constant

For x ∈ Λ, we define the conditional log-Sobolev constant of L∗Λ in x by

αΛ(L∗x) := inf
ρΛ∈SΛ

− tr[L∗x(ρΛ)(log ρΛ − log σΛ)]

2Dx(ρΛ||σΛ)
,

where σΛ is the fixed point of the evolution, and Dx(ρΛ||σΛ) is the
conditional relative entropy.

Lemma

αΛ(L∗x) ≥ 1

2
.
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Positive log-Sobolev constant

α(L∗Λ) ≥ 1

2
.

D(ρΛ||σΛ) ≤
∑
x∈Λ

Dx(ρΛ||σΛ)

≤
∑
x∈Λ

− tr[L∗x(ρΛ)(log ρΛ − log σΛ)]

2αΛ(L∗x)

≤ 1

2 inf
x∈Λ

αΛ(L∗x)

∑
x∈Λ

− tr[L∗x(ρΛ)(log ρΛ − log σΛ)]

=
1

2 inf
x∈Λ

αΛ(L∗x)
(− tr[L∗Λ(ρΛ)(log ρΛ − log σΛ)])

≤ (− tr[L∗Λ(ρΛ)(log ρΛ − log σΛ)]) .
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Positive log-Sobolev constant

α(L∗Λ) ≥ 1

2
.

D(ρΛ||σΛ) ≤
∑
x∈Λ

Dx(ρΛ||σΛ)

≤
∑
x∈Λ

− tr[L∗x(ρΛ)(log ρΛ − log σΛ)]

2αΛ(L∗x)

≤ 1

2 inf
x∈Λ

αΛ(L∗x)

∑
x∈Λ

− tr[L∗x(ρΛ)(log ρΛ − log σΛ)]

=
1

2 inf
x∈Λ

αΛ(L∗x)
(− tr[L∗Λ(ρΛ)(log ρΛ − log σΛ)])

≤ (− tr[L∗Λ(ρΛ)(log ρΛ − log σΛ)]) .

Ángela Capel (ICMAT-UAM, Madrid) Quasi-factorization of the relative entropy



Conditional relative entropy
Quantum spin lattices

Quantum dissipative systems
Log-Sobolev constant

Open problems

Problem 1

Can we use any of the quasi-factorization results to prove log-Sobolev
constants in a more general setting?

(Kastoryano-Brandao, ’15) The heat-bath dynamics, with σΛ the Gibbs
state of a commuting Hamiltonian, has positive spectral gap. ⇒
Log-Sobolev constant?

Problem 2

Is there a better definition for conditional relative entropy?

Problem 3

When do DA(ρAB ||σAB) and DE
A(ρAB ||σAB) coincide?
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For further knowledge,
Arxiv: 1705.03521 and 1804.09525
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