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MAIN CONCEPTS

RELATIVE ENTROPY

Given o > 0, p > 0 states on a matrix algebra M, their relative entropy
is defined as:

D(o||p) := tr[o(log o —log p)].

BELAVKIN-STASZEWSKI RELATIVE ENTROPY

Given o > 0, p > 0 states on a matrix algebra M, their BS-entropy is
defined as:

Dgs(ollp) := tr [U log (01/2p—101/2>] .

RELATION BETWEEN RELATIVE ENTROPIES

The following holds for every o > 0, p > 0:

Dss(allp) = D(allp).
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DATA PROCESSING INEQUALITY

Quantum channel: 7 : M — A CPTP map.

DATA PROCESSING INEQUALITY

D(allp) = D(T(o)I|T(p))-

CONDITIONS FOR EQUALITY, Petz ’86

D(al|p) = D(T (0)||T (p)) < o = P& o T (o), for P4 a recovery map.

Petz recovery map: R4(-) := p'/*T* (T(p)fl/Q(-)T(p)fl/Z) p'/2.
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STRENGTHENED BOUNDS FOR DPI or RE

Operational meaning of D(c||p) — D(T (o)||T (p))
o Thermodynamics: Cost of a certain quantum process (Faist et al, '18).
o Partial trace: Conditional relative entropy (C.-Lucia-Pérez Garcia, ’18).

DPI for relative entropy: D(ol||p) — D(7T(0)||T (p)) > 0.

PROBLEM

Can we find a lower bound for the DPI in terms of RS- o T (o) ?

Answer: It is not possible (Brandao et al. ’15, Fawzi? ’17).

(Carlen-Vershynina ’17) £ : M — N conditional expectation,
on = E(o) and pn = E(p):

T\ 4 _ -
D(ollp) = Dlowllon) = (%) I1LoRo1 [ ZIRE (ox) = oIl

(Carlen-Vershynina 18) Extension to standard f-divergences.
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QUESTIONS

BS RECOVERY CONDITION

Can we prove an equivalent condition for equality in DPI for the BS
entropy which provides an explicit expression of recovery for o?

STRENGTHENED DPI FOR BS ENTROPY

Can we provide a lower bound for the DPI for the BS entropy in terms of a
(hypothetical) BS recovery condition?
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BELAVKIN-STASZEWSKI RELATIVE ENTROPY

EQUIVALENT CONDITIONS FOR EQUALITY ON DPI

EQUIVALENT CONDITIONS FOR EQUALITY ON DPI (Bluhm-C. ’20)

Let M and N be matrix algebras, 7 : M — N a quantum channel, o > 0,
p > 0 two quantum states on M. The following are equivalent:

Q Dss(ollp) = Des(orllpr)-

@ p= T (T(0) " T(p)).

BS RECOVERY CONDITION

B7() = 0T (T(0)"'()).

STRENGTHENED DPI FOR THE BS-ENTROPY (Bluhm-C. ’20)

Let M and N be matrix algebras, 7 : M — N a quantum channel, o > 0,
p > 0 two quantum states on M. Then,

4 —
Das(allp) = Das(orlior) = () ITIZ o™ [ 2lle = oT" (o7 7).
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COMPARISON RESULTS FOR THE RELATIVE ENTROPY AND THE
BS-ENTROPY

Relative entropy BS-entropy
trfo(log o — log p)] tr[olog (o1/2p~1c1/2)]
p=p2T* (T(p)"Y/2T (0)T (p)~1/2) p'/? o=pT*(T(p)" 7 (0))
(5)* Lo Ro1 12 RE (or) = ol ()01 o1 e = B o T3
Extension to Extension to
standard f-divergences maximal f-divergences

THANK YOU FOR YOUR ATTENTION!
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