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MOTIVATION

E environment

S system

Figure: An open quantum many-body system.

o Interesting for information processing = Open (unavoidable
interactions).

o Dynamics of S is dissipative!

@ The continuous-time evolution of a state on S is given by a quantum
Markov semigroup.
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Figure: A quantum spin lattice system.

o Lattice A cc Z¢.
e To every site z € A we associate H, (= CP).
o The global Hilbert space associated to A is Hy = ®x€A Ho.
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DISSIPATIVE QUANTUM SYSTEMS

A dissipative quantum system is a 1-parameter continuous semigroup
{T},>, of completely positive, trace preserving (CPTP) maps (a.k.a.
quantum channels) in Sj.
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DISSIPATIVE QUANTUM SYSTEMS

A dissipative quantum system is a 1-parameter continuous semigroup
{T},>, of completely positive, trace preserving (CPTP) maps (a.k.a.
quantum channels) in Sj.

pa = po =T (pa) = €A (pa) =5 oa
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DISSIPATIVE QUANTUM SYSTEMS

A dissipative quantum system is a 1-parameter continuous semigroup
{T},>, of completely positive, trace preserving (CPTP) maps (a.k.a.
quantum channels) in Sj.

pa = po =T (pa) = €A (pa) =5 oa

RAPID MIXING

We say that £} satisfies rapid mixing if

sup ||ps — oall, < log(|A])e™".
PAESA

on of the relative entropy



MOTIVATION
g O QUANTUM DISSIPATIVE SYSTEMS

CLASSICAL CASE

DISSIPATIVE QUANTUM SYSTEMS

DISSIPATIVE QUANTUM SYSTEMS

A dissipative quantum system is a 1-parameter continuous semigroup
{T},>, of completely positive, trace preserving (CPTP) maps (a.k.a.
quantum channels) in Sj.

pa =5 po =T (pa) = €3 (pa) = oa

RAPID MIXING

We say that £} satisfies rapid mixing if

sup ||ps — oall, < log(|A])e™".
PAESA

PROBLEM

Find examples of rapid mixing]!
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LOG-SOBOLEV CONSTANT

Let L} : SA — Sa be a primitive reversible Lindbladian with stationary
state op. We define the log-Sobolev constant of £} by

" .o —tr[LA(pa)(log pa —logaa)]
L)) = f
alLh) = il 2D (pallon)
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LOG-SOBOLEV CONSTANT

Let L} : SA — Sa be a primitive reversible Lindbladian with stationary
state op. We define the log-Sobolev constant of £} by

" .o —tr[LA(pa)(log pa —logaa)]
L)) = f
alLh) = il 2D (pallon)

If o(L3) > 0:
D(pillon) < D(pallon)e 50",
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LOG-SOBOLEV CONSTANT

Let L} : SA — Sa be a primitive reversible Lindbladian with stationary
state op. We define the log-Sobolev constant of £} by

" .o —tr[LA(pa)(log pa —logaa)]
L)) = f
alLh) = il 2D (pallon)

If o(L3) > 0:
D(pillon) < D(pallon)e 50",

and putting this together with Pinsker’s inequality, we have:

lpe = oally < v/2D(palloa) e < /2T0g(1/0min) e * L.
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LOG-SOBOLEV CONSTANT

Let L} : SA — Sa be a primitive reversible Lindbladian with stationary
state op. We define the log-Sobolev constant of £} by

" .o —tr[LA(pa)(log pa —logaa)]
L)) = f
olLh):= 1ol 2D (pallon)

If o(L3) > 0:
D(pillon) < D(pallon)e 50",

and putting this together with Pinsker’s inequality, we have:

lpe = oally < v/2D(palloa) e < /2T0g(1/0min) e * L.

Log-Sobolev constant = Rapid mixing. J
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LOG-SOBOLEV CONSTANT

Let L} : SA — Sa be a primitive reversible Lindbladian with stationary
state op. We define the log-Sobolev constant of £} by

" .o —tr[LA(pa)(log pa —logaa)]
L)) = f
alLh) = il 2D (pallon)

If o(L3) > 0:
D(pillon) < D(pallon)e 50",

and putting this together with Pinsker’s inequality, we have:

lpe = oally < v/2D(palloa) e < /2T0g(1/0min) e * L.

Log-Sobolev constant = Rapid mixing. J

PROBLEM
Find positive log-Sobolev constants!
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CLASSICAL ENTROPY AND CONDITIONAL ENTROPY

Consider a probability space (2, F, u) and define, for every f > 0, the
entropy of f by

Enty,(f) = p(flog f) — u(f) log u(f).
Given a o-algebra G C F, we define the conditional entropy of f in G by

Ent,.(f [ 9) = u(flog f | G) — u(f | G)log u(f | G)-

2 Capel (ICMAT-UAM) Quasi-factorization of the relative entropy
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CLASSICAL ENTROPY AND CONDITIONAL ENTROPY

Consider a probability space (2, F, u) and define, for every f > 0, the
entropy of f by

Enty,(f) = p(flog f) — u(f) log u(f).
Given a o-algebra G C F, we define the conditional entropy of f in G by

Ent,.(f [ 9) = u(flog f | G) — u(f | G)log u(f | G)-

LEMMA, Dai Pra et al. '02

Let (2, F, 1) be a probability space, and F1, F2 sub-o-algebras of F.
Suppose that there exists a probability measure i that makes F; and F»
independent, u < i and p | F; = i | F; for ¢ = 1,2. Then, for every f > 0
such that flog f € L*(p) and u(f) =1,

Ent,(f) < p[Enty(f [ F1) + Entu(f | F2)l,

L
1—4flh =1l

where h = d—'u

din
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CLASSICAL CASE

1
S F F
Ent#(f) — 1 . 4||h _ 1”00 N[Entu(f ‘ 1) +Ent#(f | 2)]7
where h = j—ll_j

v
PROBLEM

Let Hapc = Ha ® He @ He and papc,ocaBc € Sapc. Can we prove
something like

D(pasclloasc) < &(oasc) [Dap(papc|loasc) + Dec(pasc|loase)] ?
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CLASSICAL CASE

CLASSICAL CASE

1
S F F
Ent#(f) — 1 . 4||h _ 1”00 M[Ent“(f ‘ 1) +Ent#(f | 2)]7
where h = Z—Z

v
PROBLEM

Let Hapc = Ha ® He @ He and papc,oasc € Sapc. Can we prove
something like

D(pasclloasc) < &(oasc) [Dap(papc|loasc) + Dec(pasc|loase)] ?

Yes! (We will see how later)

a Capel (ICMAT-UAM) Quasi-factorization of the relative entropy
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RELATIVE ENTROPY

QUANTUM RELATIVE ENTROPY

Let pa,on € Sa. The quantum relative entropy of pa and oa is defined
by:

D(palloa) = tr[pa(log pa —logoa)] .

PROPERTIES OF THE RELATIVE ENTROPY

Let Hap = Ha ® Hp and pap,cas € Sap. The following properties hold:

@ Continuity. pap — D(pag||oar) is continuous.
@ Additivity. D(pa ® pgl|loca ® o) = D(palloa) + D(psl||los).
@ Superadditivity. D(pag|lca ® o) > D(palloa) + D(pzllos).

© Monotonicity. D(pagl|loas) > D(T(pas)||T(cas)) for every
quantum channel 7T'.

» Capel (ICMAT-UAM) Quasi-factorization of the relative entropy
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RELATIVE ENTROPY

QUANTUM RELATIVE ENTROPY

Let pa,on € Sa. The quantum relative entropy of pa and oa is defined
by:

D(palloa) = tr[pa(log pa —logoa)] .

PROPERTIES OF THE RELATIVE ENTROPY

Let Hap = Ha ® Hp and pap,cas € Sap. The following properties hold:

@ Continuity. pap — D(pag||oar) is continuous.
@ Additivity. D(pa ® pgl|loca ® o) = D(palloa) + D(psl||los).
@ Superadditivity. D(pag|lca ® o) > D(palloa) + D(pzllos).

© Monotonicity. D(pagl|loas) > D(T(pas)||T(cas)) for every
quantum channel 7T'.

CHARACTERIZATION OF THE RELATIVE ENTROPY, Wilming et al. ’17

If f:S4aB X Sap — R()L satisfies 1 — 4, then f is the relative entropy.
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CONDITIONAL RELATIVE ENTROPY

CONDITIONAL RELATIVE ENTROPY

Let Hap = Ha ® Hp. We define a conditional relative entropy in A as

a function
DA(H) :SaB X SaBp — ]Ra—
verifying the following properties for every pap,ocap € Sap:

@ Continuity: The map pap — Da(par||loar) is continuous.
@ Non-negativity: Da(pag|locas) > 0 and
(2.1) Da(paglloap)=0 if, and only if, pap = 02/530,;1/2914130;1/20%;
@ Semi-superadditivity: Da(pag|loa ® o) > D(pal|loa) and
(3.1) Semi-additivity: if pap = pa ® pp,
Da(pa ® pplloa ® o) = D(palloa).
© Semi-motonicity: For every quantum channel T,
Da(T(paB)l|T(0a8)) + Da((tra oT)(pas)||(tra oT)(cas))

< Da(paBlloas) + Da(tra(pas)||tra(cas)).

la Capel (ICMAT-UAM) Quasi-factorization of the relative entropy
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REMARK

Consider for every pap,cap € Sap
D} 5(paglloas) = Da(paslloas) + De(paslloan).

Then, DX’ p verifies the following properties:
© Continuity: pap — D} z(pagl|loas) is continuous.
@ Additivity: Dij(pA ® pBl|loa ® o) = D(pal|loa) + D(psllos).

@ Superadditivity: DY ,(pazlloa © o) > D(palloa) + D(psllos).
However, it does not satisfy the property of monotonicity.
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REMARK

Consider for every pap,cap € Sap
D} 5(paglloas) = Da(paslloas) + De(paslloan).

Then, DX’ p verifies the following properties:
© Continuity: pap — D} z(pagl|loas) is continuous.
Q@ Additivity: D} ;(pa ® palloa ® oB) = D(palloa) + D(psllos).

@ Superadditivity: DY ,(pazlloa © o) > D(palloa) + D(psllos).
However, it does not satisfy the property of monotonicity.

AXIOMATIC CHARACTERIZATION OF THE CONDITIONAL RELATIVE ENTROPY

The only possible conditional relative entropy is given by:
Da(paslloas) = D(pasl|loas) — D(psllos)

for every paB,0aB € SaB.

1 (ICMAT-UAM) orization of the ative entropy
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AB
Figure: Choice of indices in Hapc = Ha @ He @ Hc.

Result of quasi-factorization of the relative entropy, for every
pPABC,0ABC € SaBC:

D(pasclloase) <
&(oapc) [Das(pasclloasc) + Dece(pasclloasc)],

where £(0aBc) depends only on o4pc and measures how far oac is from
oA ®oc.
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QUASI-FACTORIZATION FOR THE CRE

Let Hapc = Ha @ He ® He and papc,ocasc € Sapc. Then, the following
inequality holds

D(pagclloasc) <
1
1-2[[H(oac)llo [Dag(pasclloasc) + Dpe(pasclloasc)],
where
_ —1/2 —-1/2 —1/2 —1/2
H(O'AC)—O'A ®0'C TAC O 4 ®o‘c —1ac.

Note that H(ocac) = 0 if oac is a tensor product between A and C.

e entropy
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CONDITIONAL RELATIVE ENTROPY

QUASI-FACTORIZATION FOR THE CRE

Let Hapec = Ha @ H ® He and papc,ocaBc € Sapc. Then, the following
inequality holds

D(pasclloase) <
1

m [Dag(paBclloasc) + Dec(pasc|loasc)],

where

H(oac) = 0;1/2 ® 0‘81/2 oAC 021/2 ® 0‘51/2 —1ac.

Note that H(ocac) = 0 if oac is a tensor product between A and C.

CLASSICAL CASE

Ent, (f)

1

< mN[Entu(f | F1) + Ent,(f | F2)],

where h = d—lf
dp

Capel (ICMAT-UAM) Quasi-factorization of the relative entropy
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L RELATIVE ENT!

This result is equivalent to:

(1+2[|H(0aB)ll)D(paslloas) = D(palloa) + D(psllos) |
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QUASI-FACTORIZATION FOR THE CONDITIONAL RELATIVE ENTRC

This result is equivalent to:

(1+2[|H(0aB)ll)D(paslloas) = D(palloa) + D(psllos) |

Recall:
o Superadditivity. D(pag||lca ® o) > D(pal|lca) + D(psllog).
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QUASI-FACTORIZATION FOR THE CONDITIONAL RELATIVE ENTRO!

This result is equivalent to:

(1+2[|H(0aB)ll)D(paslloas) = D(palloa) + D(psllos) |

Recall:
o Superadditivity. D(pag||lca ® o) > D(pal|lca) + D(psllog).

Due to:

e Monotonicity. D(pag|loar) > D(T(pag)||T(cag)) for every
quantum channel T'.

we have

2D(paslloas) = D(palloa) + D(psllos).

a Capel (ICMAT-UAM) Qua ctorization of the relative entropy
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RELATION WITH THE CLA JAL CASE

TES OBSERVABLES

fap=T3} (pan) trloanfap logfan]

QUANTUM Digaslicaz)

>
SETTING D(paglloas) — D(pgllor) fB=T;1(pB) tritraloafap logfap] — opfp logfp]
pAB =V tr[o] = p(-)
oAB = pt tral] = p(-|F)
_ —
CLASSICAL H(v, pn) J = p(f logf)
SETTING Hr(v.p1) i (n(f Jog f|F) — p(f|F)logu(f|F))

Figure: Identification between classical and quantum quantities when the states
considered are classical.

tion of the rel e entropy
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SKETCH OF THE PROOF OF QUASI-FACTORIZATION

| (1+2|H(0a5)]..)D(paslloas) = D(palloa) + D(psllos) | J

ive entropy
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CONDITIONAL RELATIVE ENTROPY
! ACTORIZATION FOR THE CONDITIONAL RELATIVE ENTROPY

SKETCH OF THE PROOF OF QUASI-FACTORIZATION

| (1+2|H(0a5)]..)D(paslloas) = D(palloa) + D(psllos) | J

D(pag|loaB) > D(palloa) + D(pa|los) — logtr M, (1)
where M = exp [logoap —logoa ® o + log pa ® pas].

a Capel (ICMAT-UAM) Qua ctorization of the relative entropy
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SKETCH OF THE PROOF OF QUASI-FACTORIZATION

| (1+2|H(0a5)]..)D(paslloas) = D(palloa) + D(psllos) | J
D(pag|loaB) > D(palloa) + D(pa|los) — logtr M, (1)
where M = exp [logoap —logoa ® o + log pa ® pas].
logtr M < tr[L(0aB) (pa — 04) ® (pB — 0B)], 2)
where
L(0aB) = Tos00p (0aB) — LaB.

el (ICMAT-UAM) Qua ctorization of the relative entropy
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THEOREM (Lieb, ’73)

Let g a positive operator, and define

To(f) = / Tt g+ g+

Ty is positive-semidefinite if g is. We have that

trlexp(—f + g+ h)] < tr |:€h7;f (eg)} .

ive entropy
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CONDITIONAL RELATIVE ENTROPY

THEOREM (Lieb, ’73)

Let g a positive operator, and define

T = [ el g
0
Ty is positive-semidefinite if g is. We have that

trlexp(—f + g+ h)] < tr |:€h7;f (eg)} .

LEMMA (Sutter et al., ’17)

For f € Sap and g € Aap the following holds:

7;(f>:/°° dt fo(t) g

—o0

—1—it —14it

fg 2,

with

Bo(t) = g(cosh(wt) +1)7h

pel (ICMAT-UAM) Qua: ctorization of the relative entropy



tr[L(oap) (pa —04) ® (p5 — 0B)] < 2[|L(0aB)| D(paslloar).  (3)
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ACTORIZATION NDITIONAL RELATIVE ENTROP

tr[L(cag) (pa — 0a) ® (p5 — 08)] < 2||L(0as)|l D(paslloas). (3)

Hoélder’s inequality + Tensorization of Schatten norms + Pinsker’s
inequality + Data Processing inequality.
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ATION FOR THE CONDITIONAL R

tr[L(cag) (pa — 0a) ® (p5 — 08)] < 2||L(0as)|l D(paslloas). (3)

Hoélder’s inequality + Tensorization of Schatten norms + Pinsker’s
inequality + Data Processing inequality.

||L(UAB)||OO < HUZI/Q ®01;1/2 A U;l/z ® 051/2 _ ]lABH . (4)

oo
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QUANTUM SPIN LATTICES

Figure: A quantum spin lattice system A and A, B C A such that AU B = A.

PROBLEM

For a certain £}, can we prove a(£}) > 0 using the result of
quasi-factorization of the relative entropy?
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GENERAL QUASI-FACTORIZATION FOR o A TENSOR PRODUCT

Let Ha = @ H and pa,on € Sa such that op = ®0z. The following
zEA zEA
inequality holds:
D(palloa) < Y Dau(pallon). (5)
zEA

tion of the ive entropy
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GENERAL QUASI-FACTORIZATION FOR 0 A TENSOR PRODUCT

Let Ha = @ H and pa,on € Sa such that op = ®01. The following
zEA zEA
inequality holds:

D(palloa) <Y Da(palloa).
zEA

The heat-bath dynamics, with product fixed point, has a positive
log-Sobolev constant.
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GENERAL QUASI-FACTORIZATION FOR 0 A TENSOR PRODUCT

Let Ha = @ H and pa,on € Sa such that op = ®01. The following

TEA
inequality holds:

TEA

D(palloa) <Y Da(palloa).
zEA

The heat-bath dynamics, with product fixed point, has a positive
log-Sobolev constant.

Consider the local and global Lindbladians
Lp=E;—1a, Li= ) L
TEA
Since

Ei(pa) = o)/ %0, P paco 2o} = 00 @ pac

for every pa € Sa, we have

Li(pa) = (00 @ pac — pa).

zeEA

pel (ICMAT-UAM) Qua: ctorization of the relative entropy
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LOG-SOBOLEV CONSTANT

CONDITIONAL LOG-SOBOLEV CONSTANT

For z € A, we define the conditional log-Sobolev constant of £} in x by

" o —tr[L5(pa)(log pa —log UA)]
L) = f
) = T 2D, (pallon)

where o, is the fixed point of the evolution, and D, (palloa) is the
conditional relative entropy.

Capel (ICMAT-UAM) Quasi-factorization of the relative entropy
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CONDITIONAL LOG-SOBOLEV CONSTANT

For z € A, we define the conditional log-Sobolev constant of £} in x by

inf —tHLa(pa)(log pa — log UA)]

L) o=
oalla) = inf 2D, (pallon)

where o, is the fixed point of the evolution, and D, (palloa) is the
conditional relative entropy.

LEMMA

Capel (ICMAT-UAM) Quasi-factorization of the relative entropy
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LOG-SOBOLEV CONSTANT

CONDITIONAL LOG-SOBOLEV CONSTANT

For z € A, we define the conditional log-Sobolev constant of £} in x by

inf —tHLa(pa)(log pa — log UA)]

L) o=
oalla) = inf 2D, (pallon)

where o, is the fixed point of the evolution, and D, (palloa) is the
conditional relative entropy.

LEMMA

factorization of the relative entropy



LOG-SOBOLEV CONSTANT
QUANTUM SPIN LATTICES

OPEN PROBLEMS

PROBLEM 1

Can we use any of the quasi-factorization results to prove log-Sobolev
constants in a more general setting?

(Kastoryano-Brandao, ’15) The heat-bath dynamics, with oa the Gibbs
state of a commuting Hamiltonian, has positive spectral gap. =
Log-Sobolev constant?

PROBLEM 2

Is there a better definition for conditional relative entropy?

PROBLEM 3

When do Da(pag||loar) and DE([)ABHO'AB) coincide?

el (ICMAT-UAM) Qua; rization of the relative entropy
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OPEN PROBLEMS

PROBLEM 1

Can we use any of the quasi-factorization results to prove log-Sobolev
constants in a more general setting?

(Kastoryano-Brandao, ’15) The heat-bath dynamics, with oa the Gibbs
state of a commuting Hamiltonian, has positive spectral gap. =
Log-Sobolev constant?

PROBLEM 2

Is there a better definition for conditional relative entropy?

PROBLEM 3

When do Da(pag||loar) and DE([)ABHO'AB) coincide?

THANK YOU!
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